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Early Detection of ovarian cancer (BARCA 1 & BARCA 2 MUTATION) risk prediction for low 

income country using Data mining technology: Bangladesh  
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Background: Ovarian cancer is the most lethal 

gynecological cancer which incidence  increasing  

day by day in developing countries. More than    

80%  ovarian cancers occur in women over the 

age of 50. Therefore, identification of genetic 

factors including mutations in the BRCA1 and 

BRCA2 gene (breast cancer gene)as  well as 

others  factors  is  very  crucial  in  developing 

novel strategy of ovarian cancer prevention. 

Methodology: This study was carried out in 

521 cancer  and  non-cancer  patients’ data is 

collected from different  diagnostic  centre and 

data  pre-processed. Then a structured 

questionnaire was used containing details of 

ovarian cancer risk factors including age, 

menopause end age, problem during pregnancy, 

first sex age, any infection in genital area, affected 

by ovarian cancer, abortion, pregnancy, BMI, 

menopause age after 50, food habit, obesity, 

excessive alcohol, late Menopause, early 

Menopause,  hormone therapy, exercise, previous 

exposure to other sexually transmitted infections 

(STIs), marital  status, genetic risk, outdoor 

activities and affected any  cancer before based 

on the previous studies. Results: After  pre-

processing  data  is  clustered  using  K-means  

clustering  algorithm for identifying  relevant  and  

non-relevant  data  to ovarian Cancer.  Next  

significant frequent  patterns are discovered  

using  AprioriTid  shown in Table 1 and Decision  

Tree algorithm  shown  in  Table  2.  This  ovarian  

cancer  risk  prediction  system  will  be  helpful  

in  detection  of  a  patient’s predisposition to 

ovarian cancer. Specifically there were no work of 

ovarian cancer risk prediction system using data 

mining or Statistical approaches. Conclusions:  

The majority of cases are diagnosed at late stages 

when cure is impossible. Therefore early 

prediction of ovarian cancer should play a pivotal 

role in the diagnosis process and for an effective 

preventive strategy.  
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The frequency table was contrived by comparing the results of SPSS and WEKA. Both 

statistical and data mining approaches shows same frequency. Age range between 35 and 65 

where the mean age was 50, approximately 521 Bangladeshi women’s data were analyzed. 

Here 121 women were not affected (control group) and 421 women were affected by 

ovarian cancer (case group).We performed the data visualization analysis and clustering 

using data mining technology. The main approach of this study to finalize the data analysis 

with decision tree algorithm based tree by which we can predict if a person is affected by 

ovarian cancer. Likely if one have “problem during pregnancy?” then if had “abortion?” then if 

yes she has the possibility to have ovarian cancer here the tree is based on the highly 

significant 10 factors not all the factors. We also analyzed the algorithm based output among 

the figures which causes ovarian cancer combined. (CorrelationAttributeEval) evaluators 

shows the higher significance and the table also gives some decisions like factor (Problem 

during pregnancy) got higher precedence according the table. So it can be said that the 

factor (Problem during pregnancy) is highly significant than the others factors including 

abortion, use of napkin, birth control pill and so on.   

 

Figure 1 describes the visualization of the output of the factors based on their frequency 

level Association, among the significant factors. Figure 2 describes the 

association/correlation among the significant factors. This is also called the significant Binary 

pattern. Figure 3 shows the algorithm based output among the figures which causes cancer 

combined. Figure 4 and Figure 6 are the data clustering, which describes the one process 

of data mining to find out the significance of the risk factors. Figure 5 describes Clustered 

data between the factor “affected by ovarian cancer?” with the other factors. Figure 7 

describes a decision tree by which we can predict if a women is affected by ovarian cancer. 

Suppose if one have “problem during pregnancy?” then if had “abortion?” then if ‘’yes’’ she 

has the possibility to have ovarian cancer here the tree is based on the highly significant 10 

factors not all the factors. 

  

  

It can be noted by the analysis that the possibility to be affected by cancer is much higher 

whose ages are above 46. The largest part of the cancer affected women’s age was among 46 

to 60. Being a developing country most of the women of Bangladesh are uneducated.[7] 

According to our analysis, about two third of the total cancer affected patients were 

uneducated. The fact is that the largest amount of cancer affected women has no idea about 

cancer. There are some strongly correlated factors like “whose first sex age was below 16 

“and “whose number of children was 5 or more” which were observed by the analysis. 

Among all the factors STI and problems arising during pregnancy was found as highly 

significant. However,  the  majority  of  Bangladesh  citizens  cannot  afford  healthcare  and  

do  not  have  access to the complex  care our patient received. Development of universal 

health care insurance must be part of the strategy in Bangladesh for complex care such as for 

ovarian cancer. [6]  

The proposed method is implemented using java.  The proposed method can efficiently and 

successfully predict the risk of ovarian cancer. According to our analysis, among the 400 

ovarian cancer patients about most of them were married which was shown in data 

visualization chart. We found most of our ovarian cancer patients illiterate and poor rural 

people who are not conscious about their health due to lack of knowledge and cannot afford 

for the proper treatment after being diseased or diagnosed, so they have a greater risk of 

suffering from ovarian cancer death than that of educated and rich people. These findings 

emphasize the need to develop health education programs that enhance ovarian cancer 

knowledge among women who are in low socioeconomic groups. So, the government and 

NGOs should gear up for a population based counseling program.  

  

  

Data collection  

Total data of 521 participant (women) was  collected from different 

Diagnostic center and Medical college hospital.  Both the patients (400) 

and non-patients (121) were women whose ages were about 35 to 65. The 

whole data collection process was performed  based  on  a  questionere. 

About 27 risk  factors  were  considered  for ovarian cancer assessment in 

Bangladeshi population. 

Data mining approaches using WEKA 

Highly significant 10 factors have been exploited from the analysis of the 

statistical approaches and depending on the results of SPSS. Then those 

factors are ranked by ranking algorithm with attribute evaluator 

Correlation AttributeEval. Incomplete data hampers the analysis which has 

been eliminated or leveled. A little bit of data were changes to avoid 

collision of the data analysis.  

 

In conclusion, as Bangladesh is a low incoming and population country, most 

of the women are not aware of deathful ovarian cancer disease because of 

lacking education. Moreover, a vast number of hearsay cramps the society 

nastily, women conceive disgrace of discuss on ovarian cancer with others. 

The researchers had worked on ovarian cancer and different tools and 

techniques has been updated day-by-day. In the paper the associative relation 

of factors has been detected with ovarian cancer and the possibility of 

preferences among the obtained factors has been estimated. The results can 

be used to increase awareness among women about different factors. It will 

be helpful for early prevention and better than cure. Moreover the research 

would depict to future researchers to find out some new era in the 

meantime to save the women from this atrocious curse. Otherwise one day 

the victims would by us or any relatives or anyone of the society.  

 

 The most common type of ovarian cancer is called ovarian epithelial cancer. It begins in 

the tissue that covers the ovaries. Cancer sometimes begins at the end of the fallopian 

tube near the ovary and spreads to the ovary. The most common hereditary cancer 

syndrome associated with ovarian cancer involves mutations in the BRCA gene (breast 

cancer gene). People who carry harmful mutations in this tumour-suppressor gene are at 

increased risk of breast and ovarian cancer. The lifetime risk of ovarian cancer for 

carriers of BRCA1 is 35-46 per cent, and for BRCA2 mutation carriers it is 13-23 per cent. 

According to CDC (Centers for disease control and prevention) it has been reported 

that most women get it without being at high risk. These cancers are often found at 

advanced stages. This is partly because they may not cause early signs or symptoms and 

there are no good screening tests for them. There are lots of works to detect the risk 

factors of ovarian cancer using population based case control study several databases, 

and algorithm and induction techniques.  Clustering is  a  process  of  separating  dataset  

into subgroups  according  to  the  unique  feature.  Clustering separated the dataset 

into relevant and non-relevant dataset to ovarian Cancer. AprioriTid (Ilias and Quan)  

and  Decision  Tree  algorithm[8]  are  mainly  used  to  find  out  frequent  patterns  of  

dataset. [1-5] Those algorithms are very easy and effective to find out frequent patterns. 

Significant frequent pattern, the set of data are mostly responsible to ovarian Cancer.  

Using this significant pattern we implemented a prediction system for ovarian Cancer. 

The main goal of our research is to develop a system that can be used by women for 

testing her ovarian Cancer risk level.  
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